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ORGANISATION PROFILE

A bank is a place where it accepts deposits and channels them into lending activities. Banks become a financial intermediary through the activities they undertake. In general, the standard activities of a bank include:

- Conduct savings and current accounts for customer.
- Payment to customer against cheques and other negotiable instruments.
- Accepts term deposits.
- Issue debt securities like banknotes and bonds.

Provide loans for the purpose of housing, education, business, etc.

INDIAN BANK

Indian Bank is a nationalized bank in India. Indian Bank is now ISO 27001:2013 Certified. Indian Bank’s Information Security processes have been successfully assessed for ISO 27001:2013 security standard and is among the very few Banks who are certified worldwide. Apart from being a best practice, the certification is a useful tool to add credibility and reassure the Indian Bank’s clients that the Bank’s information security is of high quality. With the state of the art technology, Indian Bank provides all banking services under one roof with 24*7 internet banking facility, 2532 branches and 2953 ATMs spread across all over India and having international presence in Singapore and Sri Lanka.

Indian Bank was started in the year 1907, started by V. KrishnaswamyIyer. The founding of the bank was due to the failure of the bank Arbuthnot & Co in 1906 and the Swadeshi Movement. It was the first bank owned and managed by Indians and hence is a symbol of financial freedom.
INTRODUCTION

An activity which may give profits or loss may be called risky due to its unpredictability or uncertainty in future. Risk is present everywhere. There exists many types of financial risk and one of them is credit risk.

Credit risk is defined as the potential that a bank borrower or counterparty will fail to meet its obligations in accordance with agreed terms. In simple words, it means how much customer deviates from his/her promises with the bank.

Ideally when a customer takes loan from the bank, he/she has to repay the loan in periodic installments. But when customer fails to repay any agreed installment, credit risk arises. Because of credit risk, bank suffers huge losses. Because of huge credit risk, bank may get bankrupt. So, its very important to study and minimize this risk.

We can use the previous years data about the customers and their loan transactions to measure this credit risk and can create some algorithm to avoid this credit risk in the future. This data contains the dependent variable which is discrete in nature and hence we need to use standard classification technique like Decision Tree classifier instead of regression analysis.

Decision tree is a graphical representation of possible solutions to a decision based on certain conditions. Decision tree is a type of supervised learning algorithm that is used for classification problems. In this technique, we split the entire population or sample into two or more homogeneous sets based on most significant differentiator in input variables.
SCOPE AND OBJECTIVE

The scope of this project is to construct efficient and accurate models for minimizing the credit risk and maximizing the bank, and to predict whether to give a loan to any customer or not. It also aims in sorting and finding the variables which affects the credit risk of the bank, according to their magnitude. Finally, this project also aims at efficient and easy way to study the prices of the stocks and analyzing the relation between bank’s operational variables using Regression analysis.

The aim of this project is to study about the Credit Risk Management, analyzing the big data of the customers and their loan details using standard classification algorithm like decision trees and predicting whether to give a loan to any customer or not. It also includes the analysis of some bank operational variables using Regression analysis and an easy and simple approach to study the prices of the stocks of any company.
CREDIT RISK MANAGEMENT

Credit risk refers to the probability of loss due to lack of a borrower to make payments on any debt. Credit Risk Management is the practice to mitigate these losses by understanding the adequacy of capital reserves and loan losses both a bank in a given time - a process that has long been a challenge for financial institutions.

Credit risk is defined simply as the potential of a bank borrower or counterparty without fulfilling their obligations under the agreed terms. In other words, the credit risk is defined as the risk that no interest or principal or both will be paid as promised and is estimated by observing the proportion of assets that are below standard. Credit risk is assumed by all lenders and will lead to serious problems if it is excessive. For most banks, loans are the largest and most obvious source of credit risk. Credit risk department of any financial institution needs to be very active throughout the year. They need to carefully analyze every transactions of customers with the institution. If suppose an increasing number of borrowers do not pay back loans as agreed, the bank’s profit margin will decrease. This in turn may cause the bank to increase the interest rates and decrease in the amount of loans given to the customers. There are two variants of credit risk are discussed below -

(1) Counterparty risk: This is a variant of credit risk and is related to the failure of trading partners because of the negative and or inability to perform counterpart.

(2) Country Risk: The type of credit risk where failure of a borrower or counterparty arises because of the limitations or restrictions imposed by a country.

Credit risk depends on both external and internal factors. The main Internal factors include - The deficiency in credit policy and loan portfolio management. Deficiency in assessing the financial situation of the borrower before lending, Excessive reliance on collateral, Bank failure in the post-sanction monitoring, etc. The main external factors include – The state of the economy, Fluctuations in commodity prices, exchange rates and interest rates, etc.
A regression analysis is one of the statistical process to estimate relationships between variables. It includes methods for modeling and analyzing several variables, when the focus is on the relationship between one dependent variable and one or more independent variables. More specifically, regression analysis helps to understand how the typical value of the dependent variable get changed when one of the independent variables is varied, while the other independent variables are held fixed.

In general, regression analysis estimates the conditional expectation of the dependent variable given the independent variables - that is, the average value of the dependent variable when the independent variables are fixed. Linear regression attempts to model the relationship between two variables by fitting a linear equation to observed data.

**Linear Regression**

In a cause and effect relationship, the independent variable is the cause, and the dependent variable is the effect. Least squares linear regression is a method for predicting the value of a dependent variable Y, based on the value of an independent variable X.

**Least Squares Regression Line**

Linear regression finds the straight line, called the least squares regression line or LSRL, that best represents observations in a bivariate data set. Suppose Y is a dependent variable, and X is an independent variable. The population regression line is:

\[ Y = B_0 + B_1X \]

where \( B_0 \) is a constant, \( B_1 \) is the regression coefficient, X is the value of the independent variable, and Y is the value of the dependent variable.

Given a random sample of observations, the population regression line is estimated by:

\[ \hat{y} = b_0 + b_1x \]
where $b_0$ is a constant, $b_1$ is the regression coefficient, $x$ is the value of the independent variable, and $\hat{y}$ is the predicted value of the dependent variable.

**Defining a Regression Line**

Normally, you will use a computational tool - a software package (for example Excel) - to find $b_0$ and $b_1$. You enter the values for $X$ and $Y$ into your program or graphing calculator and the it solves for each parameter.

In the unlikely event that you find yourself on a desert island without a computer or a graphing calculator, you can solve for $b_0$ and $b_1$ "by hand". Here are the equations.

\[
\begin{align*}
  b_1 &= \frac{\sum (x_i - \bar{x})(y_i - \bar{y})}{\sum (x_i - \bar{x})^2} \\
  &\quad \text{or} \\
  b_1 &= r \left( \frac{s_y}{s_x} \right) \\
  b_0 &= \bar{y} - b_1 \times \bar{x}
\end{align*}
\]

where $b_0$ is the constant in the regression equation, $b_1$ is the regression coefficient, $r$ is the correlation between $x$ and $y$, $x_i$ is the $X$ value of observation $i$, $y_i$ is the $Y$ value of observation $i$, $\bar{x}$ is the mean of $X$, $\bar{y}$ is the mean of $Y$, $s_x$ is the standard deviation of $X$, and $s_y$ is the standard deviation of $Y$.

**Regression Line Properties**

When the regression parameters ($b_0$ and $b_1$) are defined as described above, the regression line has the following properties.

- The line minimizes the sum of squared differences between observed values (the $y$ values) and predicted values (the $\hat{y}$ values computed from the regression equation).
- The regression line passes through the mean of the $X$ values ($x$) and through the mean of the $Y$ values ($y$).
- The regression constant ($b_0$) is equal to the $y$-intercept of the regression line.
• The regression coefficient ($b_1$) is the average change in the dependent variable ($Y$) for a 1-unit change in the independent variable ($X$). It is the slope of the regression line.

The least squares regression line is the only straight line that has all of these properties.

The **coefficient of determination** (denoted by $R^2$) is a key output of regression analysis. It is interpreted as the proportion of the variance in the dependent variable that is predictable from the independent variable. It is also denoted by $r$.

• The coefficient of determination ranges from **0 to 1**.
• An $R^2$ of **0** means that the dependent variable cannot be predicted from the independent variable while an $R^2$ of **1** means the dependent variable can be predicted without error from the independent variable.
• An $R^2$ between **0 and 1** indicates the extent to which the dependent variable is predictable. An $R^2$ of 0.30 means that 30 percent of the variance in $Y$ is predictable from $X$; an $R^2$ of 0.90 means that 90 percent is predictable; and so on.
• The formula to calculate coefficient of determination is given by as follows:

\[
r = \frac{n(\Sigma xy) - (\Sigma x)(\Sigma y)}{\sqrt{[n \Sigma x^2 - (\Sigma x)^2][n \Sigma y^2 - (\Sigma y)^2]}}
\]

The standard error of the regression line also denoted by SE, is a measure of the average amount that the regression equation over or under predicts. The higher the coefficient of determination, the lower the standard error, and the more accurate predictions are likely to be.
The above is the data provided by the Indian Bank regarding the values of total business in different zones of India
The above screenshot is the result of the performed regression analysis.

Findings of the performed regression analysis:

<table>
<thead>
<tr>
<th>Variable</th>
<th>p-values</th>
<th>Ho (5% significance)</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. of Branches</td>
<td>0.00048</td>
<td>rejected</td>
</tr>
<tr>
<td>Total no. of employees</td>
<td>7.27087E-9</td>
<td>rejected</td>
</tr>
</tbody>
</table>
Effect of Total number of branches and Total number of employees on Total business value

Value of correlation is 0.82660.

Coefficient of Determination which is R square is 0.68 which implies that 68% of the variation in the variable total business is explained by the two variables no. of branches and total number of employees. It also means that total business depends on other factors as well which explains the remaining 32% of the variation.

As the p value of both the independent variable is less than 5% significance level both the coefficients are significant indicating that total business depends on both no. of branches and total number of employees (using t test).

TOTAL BUSINESS is negatively correlated with NO. OF BRANCHES. It also means that if we increase NO. OF BRANCHES by 1, TOTAL BUSINESS will decrease by 28,949.79397. But, it feels little strange because here we did not consider the other factors like in which city of the branch, demographic properties of the branch like location of the branch, population of the society near the branch area.

For example, consider 2 examples from our data,

**Mumbai** has total business of 3425001.57 units with number of branches being 82 and **Kumbakonam** has total business of 624584.29 units with total number of branches being 91. Mumbai has higher amount of total business as compared to Kumbakonam despite being having lower number of branches. This may be because of number of factors that we ignore like population, living standard, popularity of bank, competitors of the questioned bank and many more.
TOTAL BUSINESS is positively correlated with TOTAL NO OF EMPLOYEES. It also means if we increase TOTAL NO OF EMPLOYEES by 1 unit, TOTAL BUSINESS will increase by 4817.67493 units. But again, it cannot be said like this that if numbers of employees are large then total business will be more. It depends on other factors as well. For example, Mumbai has total business of 3425001.57 units with total number of employees being 877 and Chennai (South) has total business 2492172.87 units with total number of employees being 667.
Prediction of Credit Risk using Loan Data

Credit Risk is the risk that arises when borrower fails to meet its obligations in accordance with the agreed terms. In simple words, it measures how much the borrowers deviates from his/her promises. In Credit Risk Management, Default is the condition when customer fails to repay his/her loan. And Defaulter means the customer who fails to repay the loan. These both terms Default and Defaulter are the most used terms in any credit risk department or division of any bank. It’s very necessary to determine the risk which involves reviewing the borrower’s past credit history and the income earned.

There are several types of risks can affect a bank. However, counterparty risk or credit risk is both the first, the most dangerous and common risk face a financial institution. In general, the credit risk is defined as the risk that a borrower it defaults: they are not able to keep their promise to pay timely interest payments or repay principal at maturity. Credit risk considers various number of factors to determine the likelihood that a borrower would deviates his/her promises with the loan terms.

Problem Statement :

Based on the previous data of customer and bank details and whether customer paid his/her loan to the bank or not, our bank just want to predict whether to give loan to a new customer or not.
THE DATA

This data contains detail about the customers, their previous loan transactions and some details about their bank. This data constitutes of 17 independent variables like Account number, customer id, rate of interest value, old sma, loan to value ratios, date of birth of the customers, opening date of the consumer’s transaction, account balance, product code, security amounts, ib code, ibga code, loan term, limsan amounts etc.

There is one file which contains detail of NPA, whether customer defaulted their loan or not. Then comparing both these files, we need to check whether...
customers of the first file are present in the second file. Based on that, if customer of the first file is present in second file, then assign field value of 1 and if customer of the first file is not present in the second file, then assign field value of 0. After creating column of field values in the first file, our first file is ready. Then we need to clean the data, to make it ready for the analysis. This is the most time consuming process in any data analysis. There were many missing values in the date of birth section and opening date section. So, we need to remove those values or else we need to fill those missing values with some techniques. In this way, we can make the data final for the analysis. In this data, some missing values were filled while some where removed at all. Also, some of the columns which were not useful where removed and a new file of data which need to be analyzed is made. Here is the image of the final prepared data.
Approach required to analyze the data:

There are mainly two types of problems in data analysis. First one is Regression and other one is classification. The type of approach needed to analyze the data depends on the nature of the output. Using Regression, we predict output which takes only continuous values. For example, predicting price of the houses using some number of variables. In Classification, we predict the output which takes only discrete values. For example, in our case it is whether to give a loan to customers or not.

Let's see an example here. Price of a house depending on the size and say suppose location of the house, can be some numerical value which is continuous in nature, this relates to regression. In, we are trying to predict the results within a continuous output, which means we are trying to assign input variables for any continuous function. In the regression in a classification problem, rather we are trying to predict the results in a discrete output.

The main difference between the tree classification and regression tree is the dependent variable. For the classification tree, the dependent variables are categorical, while the regression tree is dependent numerical variables. The classification of trees also have a fixed amount of unordered values, whereas regression tree have any of the values still ordered discrete values or indiscreet. A regression tree is constructed in order to adjust a system of determining regression for each branch in a way that the expected output value appears. Furthermore, classification tree branches as a dependent variable determined by the previous node derivative.

So here in this case our output is the field value column that is 0 or 1. So, we see output is in the discrete form. So, we see it is the problem of classification. We need to apply any standard classification technique like decision tree. From the original data, we removed total 249 rows of data as they were containing missing values which needs to be removed to make our data eligible for analysis.
DECISION TREES

A decision tree is a graphical representation of the possible solutions to a decision based on certain conditions. A decision tree is called, as it begins with a single box (or root), then branches into a number of solutions, like a tree. It is one of the machine learning algorithms used for classification. It helps us in making the best decisions on the basis of existing information and best guesses. It allows you to fully analyze the possible sequences of a decision.

Decision trees are useful, not only because they are graphics that help you see what you are thinking, but also because making a decision tree requires a process of systematic and documented thought. Often, the greatest limitation of our decision is that we can only select from the known alternatives. Decision trees help to formalize the process of exchange of ideas so that we can identify potential solutions. A decision tree is a graph uses a branching method to illustrate all possible outcomes of a decision.

Decision trees can be drawn by hand or created with a graphics program or specialized software. Informally, decision trees are useful to focus the discussion when a group must make a decision. The variables in a decision tree usually represented by rectangles and circles. Unlike the other models of decision making, the decision tree contains all the possible alternatives and trace each alternative to its conclusion at a single glance, allowing easy comparison between various alternatives. The use of separate nodes to denote decisions by the user, uncertainties defined, and at the end of the process clarity and transparency lends itself to trees process. Decision trees decomposes the data in an easy to understand illustrations, based on easily understandable rules for loved human and SQL programs. Decision trees also allow data classification without calculation, can handle both continuous and categorical variables, and provide a clear indication of the most important fields used for the prediction and classification. It is the best predictive model. They also provides a graphical illustration of the problem and alternatives in a simple and easy to understand format that does not require explanation.
Terminologies used in Decision Trees:

- **ROOT Node**: It is the most basic node of any decision tree. It is also the starting node of any decision tree. It represents the entire sample or population and this further gets divided into two or more homogeneous sets of data.

- **Splitting**: It is a process of dividing a node into two or more sub-nodes. It occurs when any node gets distributed into further nodes. At every decision node, we can say that splitting occurs.

- **Decision Node**: When a node splits into further sub-nodes, then it is called decision node. It is called as decision node because at that node, some decision has to be taken place. At every decision node, phenomenon of splitting occurs.

- **Leaf/Terminal Node**: Nodes do not split is called Leaf node. They are also called as terminal node. These are the nodes where no further splitting occurs. In decision tree classifier, these leaf nodes gives the final decision to be taken based on the decision tree algorithm.

- **Parent and Child Node**: A node, which is further divided into sub-nodes is called parent node of those sub-nodes where as these sub-nodes are the child of those parent node. Leaf nodes don’t have any child node, as they are not splitted any further.
CHAID ANALYSIS

Chi-square Automatic Interaction Detector (CHAID) was a technique created by Gordon V. Kass in 1980. Chaid is a tool used to discover the relationship between the variables. This chaid analysis builds a predictive model or a tree, to help determine how variables combine to better explain the results given in the dependent variable. In simple words, it is a form of analysis that determines how variable best combine to explain the outcome in a given dependent variable. The model can be used in cases of market penetration, predicting and interpreting responses or a multitude of other research problems.

Chaid analysis is especially useful for data expressing categorized values instead of continuous values. For this kind of data some common statistical tools such as regression are not applicable and Chaid analysis is a perfect tool to discover the relationship between variables.

One of the outstanding advantages of CHAID analysis is that it can visualize the relationship between the target (also called as dependent) variable and the related factors with a tree image like we used here. This makes it very easy to interpret the results and helps easily in taking decisions. Chaid analysis is used to build a predictive model to outline a specific customer group or segment (group) - for example, loan worthy cutomers or customers who deserves the loan.

Chaid uses predictor variables like those 17 variables in our excel data file to divide the sample into a number of subgroups that share similar characteristics called "decision tree". Like here in our case, two major segments will be like one those who deserves the loan and other one who does not deserves the loan. These subgroups allow prediction of group membership - what are the characteristics of satisfied customers - as well as predicting the value of group membership in each division - how satisfied customers are in each branch of the "decision tree ".


Code of the Project

```python
import pandas

import sklearn
from sklearn.tree import DecisionTreeClassifier

train_X = new_data["BAL", "ROI", "LISMANT", "DRAW_LIN_AIT", "LOW_TERM", "OVERDUE", "OLD_SAM", "SECU_MRT", "DAYS"].values
train_Y = new_data["FIELD_VALUE"].values

clf = DecisionTreeClassifier()
clf = clf.fit(train_X, train_Y)

tree.export_graphviz(clf, out_file=dot_data, feature_names=[]"
"BAL", "ROI", "LISMANT", "DRAW_LIN_AIT", "LOW_TERM", "OVERDUE", "OLD_SAM", "SECU_MRT", "DAYS"
")

dot_graph = pydot.graph_from_dot_data(dot_data.getvalue())
dot_graph.write_pdf("dtr44.pdf")
```
**Meaning of the above code**

First of all, to use the decision tree algorithm and to plot these decision trees, install lot of machine learning packages and graphic packages. There is need to install numpy, scipy, pandas, scikit-learn, pydot and some more graphic packages. These all are the packages which are used to plot the decision trees for the data.

Then input the data into some variable which will be used later. Then clean this data by filling missing values with their means and removing some unnecessary rows and columns. Also, some of the missing values can be removed.

Then define one classifier object like `clf` variable defined in the code which will be the classifier object. Then define the training set X and Y. The training set X includes the independent variables (predictors) which are used in the model and the training set Y includes the dependent variable which in this case is the field value variable. Then apply the required algorithm on the classifier object. Here, in this case the algorithm used for the purpose of classification was decision tree. So, apply decision tree classification algorithm on the classifier object which here is `clf`.

Specify the depth of the decision tree you need. For example, if you need decision tree of depth=3, then pass the parameter `max_depth=3` in the decision tree classifier method like shown below.

```python
clf = DecisionTreeClassifier(max_depth=3)
```

After completion of code, save the code file. After saving, run that code file and follow the output. In this way, whole code for plotting the decision trees for any classification problem can be written.
Output of the code:

Decision tree of depth = 3

This decision tree diagram shows that if value of old_sma is greater than 3.5, then we should not allow customer to take the loan. If old_sma value is less than or equal to 3.5, then we need to see the rate of interest value. If rate of interest is less than or equal to 5.25, then we can allow customer to take the loan from the bank. If rate of interest is greater than 5.25, then we need to check the value of Overdue. In this way, we can take a decision whether to give a loan to a customer or not. Also, in this diagram orange colored shaded box tells us to issue the loan and blue colored shaded box tells us that customer is not eligible for a loan. Darker the shade of any node, more authentic decision we can conclude. Also, each node contains value of gini coefficient. This variable tells us about the strength of the classification that node is trying to tell. Lower the value of gini-coefficient that is as it approaches to 0, stronger and more accurate classification is done. Higher the value of gini-coefficient that is as it approaches to 1, weaker and less
accurate classification is done. The value variable in each node represents an array of 2 elements, in which first element represent the number of people who are eligible for the loan and the second element represents the number of people who are not eligible for the loan. Based on this array, we can predict the accuracy and strength of the classification done by that node.

**Confusion Matrix:**

A confusion matrix is a table that is often used to describe the performance of a classification model in a set of test data for which the true values are known. The confusion matrix itself is relatively simple to understand, but related terminology can be confusing. Each row of the matrix represents the instances in an actual class while each column of the matrix represents the instances in a predicted class. Confusion Matrix is mainly used to measure the accuracy and performance of the classification model.

There are mainly two useful terms that can be calculated using any confusion matrix like accuracy, misclassification rate. Let’s see each term one by one:

**Accuracy**: Overall, how often is the classifier correct?

**Misclassification Rate**: Overall, how often is it wrong?

Confusion Matrix for decision tree whose depth = 3

<table>
<thead>
<tr>
<th>N = 65250 samples</th>
<th>Predicted: Issue loan</th>
<th>Predicted: Don’t issue loan</th>
</tr>
</thead>
<tbody>
<tr>
<td>Actual: Issue loan</td>
<td>61300</td>
<td>231</td>
</tr>
<tr>
<td>Actual: Don’t issue loan</td>
<td>1732</td>
<td>1987</td>
</tr>
</tbody>
</table>

Accuracy : \[(61300 + 1987) / 65250 = 0.9699 * 100 = 96.99\%\]. So, we see our classification model is predicting 96.99% of the correct results.

Misclassification Rate: \[(1732 + 231) / 65250 = 0.03 * 100 = 3\%\]. So, there is 3% misclassification done by this decision tree model.
Confusion Matrix for decision tree whose depth = 5

<table>
<thead>
<tr>
<th></th>
<th>Predicted: Issue loan</th>
<th>Predicted: Don’t issue loan</th>
</tr>
</thead>
<tbody>
<tr>
<td>Actual: Issue loan</td>
<td>61185</td>
<td>346</td>
</tr>
<tr>
<td>Actual: Don’t issue loan</td>
<td>1578</td>
<td>2141</td>
</tr>
</tbody>
</table>

**Accuracy**: \( \frac{61185+2141}{65250} = 97.05\% \). Hence this decision tree is predicting 97.05\% of correct results.

**Misclassification rate**: \( \frac{1578+346}{65250} = 2.95\% \). Hence there is 2.95\% misclassification done by this decision tree model.

For a bank, the cost of issuing a loan to a customer who actually doesn’t deserve a loan is more than the cost of not issuing a loan to a customer who deserves a loan.

Loss Equation for the above model:

\[
\text{Loss} = 1578 \times \text{average loss bank suffers from 1 defaulter} - 346 \times \text{average loss bank suffers from not giving loan to 1 customer who deserves loan}
\]

We need to minimize the above loss. This way loss can be calculated and credit risk can be minimized and avoided. We also see that accuracy of the decision tree of depth = 3 model and decision tree of depth = 5 model are almost same about the 97\%. But the loss for both the models is different. Loss is less in the later model (decision tree with depth = 5) when compared to the first model (decision tree with depth = 3). It is because the number of customers which makes bank suffer more loss are greater in the later model when compared to the first model. These numbers are 1578 in the second model and 1732 in the first model. So, decision tree model with depth=5 will be preferred more over the decision tree model with depth=3. Also, the number of predictors are more in decision tree with depth=5 model when compared to the first model. This generates greater flexibility in our decisions.
CONCLUSIONS

In the performed regression analysis of analyzing the effect of total number of branches and Total number of employees on total business value, the result was that Coefficient of Determination which is R square is 0.68 which implies that 68% of the variation in the variable total business is explained by the two variables no. of branches and total number of employees. This also means 32% of the remaining variation in the variable total business is explained by some other factors.

Using the decision tree obtained as the results, we can predict the final decision whether to give a loan to a customer or not. The main predictors (independent variables) which affects the final decision are Old_Sma, ROI (rate of interest), Overdue, Bal (balance) , Secu_Amt (security amounts) and Days (number of days between opening date and 30-Apr-14. From all of these predictors, we see old_sma comes out to be the most important predictor in taking decision as it comes at top of the decision tree. On the other hand, value of rate of interest (ROI) and Overdue also matters a lot.
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